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• Formula

• Training
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LF-MMI
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• Normalization
• Any decoding results in block v.s. softmax of all alignments

• Alignment 
• w/ and w/o Movable window: flexibility + supervision

• Phone-wise Blank: better generalization

• Lower framerate

• Joint training with language model

CTC v.s. LF-MMI



• Formula

• Training

RNN-Transducer



• Formula

• Training

RNN-Transducer



S2S
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S2S

stage the last output of the decoder

Training Ground truth

Inference Last inference with highest probability



Improvement of CTC / LFMMI
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• Attention CTC
• Motivation: 

• 1. hard align -> soft align

• 2. change modeling but 
not criterion

• Method: 

• 1. Chunk based

• 2. time convolution to 
obtain g_t

• 3. output z_u to replace 
h_u in obtaining attention 
weight \alpha

• 4. diff weight \alpha for 
diff dimension of g_t



• Attention CTC
• 1. Chunk based

• 2. time convolution to obtain g_t

• 3. output z_u to replace h_u in obtaining attention weight \alpha

• 4. diff weight \alpha for diff dimension of g_t

• Add language model as a “decoder”

Improvement of CTC / LFMMI
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• Modular Training

Improvement of word CTC
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• Modular Training

• Data augmentation, structure & training tricks

• Cope with OOV / words seldom existing in training
• Multi-task

• Joint inference in single output, e.g.: A P P L E <APPLE>

• Word-piece

Improvement of word CTC
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• Attention RNN-T
• The decoder network depend on the entire 

encoder representation 

• Criterion is the same

• Still frame-synchronous decoding  

• Language model initialization

• Improve Decoding (see next 
slide)

Improvement of RNN-T q(t-1) q(t) q(t+1)
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• Data augmentation, structure & training tricks

• Add language model (see next slide)

• Improve Decoding
• Schedule sampling

• Lattice-to-Sequence Models for Uncertain Inputs

• Discriminative training (better sequential and discriminative modeling)

• Reinforcement learning (minimum risk training for neural machine translation)

• agent: S2S model;  

• state: concatenation of context & hidden state in S2S; 

• Action: output label set

• Reward: WER variants; change to temporal distributed reward

Improvement of S2S q(t-1) q(t) q(t+1)
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• Cope with OOV (as discussed above)
• Multi-task

• Joint inference in single output, e.g.: A P P L E 
<APPLE>

• Word-piece

• Multi-task/view framework: 
• LM & AM using shared layers

• Using text and acoustic data to train AM & LM 
respectively

• Add synthetic data designed for LM: synthesized 
input generated from large text corpora by some 
duration models / rules

• External RNNLM joint training

• How to adapt the LM?

Add language model q(t-1) q(t) q(t+1)

x(t-1) x(t) x(t+1)

......

Encoder for 
acoustics

decoder

Encoder for 
text

Acoustic data Text  data
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Phone level PSD

Reduce information rate 

without precision loss
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Word level PSD
• Motivation:

• Different information rate in 
acoustics and phoneme

• long sequence is hard for S2S (for 
speech, avg. 500 tokens)

• Speedup training and decoding

• Results:
• Better speed

• Better performance
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• A2P inference

• PSD sub-sampling

• P2W inference

• Back propagation

• fine-tune P2W only

• Procedure:



Reducing WFST sizes

• Especially in multi-dialect ASR, which needs a respective 
WFST for each dialect


